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  Leaving the keyboard and taking control of the 
mouse is a time consuming job. 

  For disabled people computer usage is impossib-
le when they cannot use their hands freely. 

  We designed an eye-gaze and blink controlled 
system using a webcam environment which will 
replace the mouse. 

 

MAIN STEPS 

 Calibrate the system such that estimates the 
screen coordinate that user stares at. 
Calibration : 
 Users are asked to stare at 13 different calib-
ration points on the screen for 45 frames. Sys-
tem extracts necessary data to use estimating 
gaze point. 
 
 
 
 
 
 
 
 
 

 
 

 
Mapping with Polynomial Regression [1]:  

[gx, gy] : Eye Vector 

[ux, uy] : Coordinates on the Screen 

[an, bn] : Polynomial Coefficients 

Mapping with Support Vector Regression:  

[Tx, Ty, Tz, Rx, Ry, Rz] : Head Pose 
[Gx, Gy] : Gaze Angle 

[Ex, Ey, Ez ] : Left Eye Vector 
[Ex, Ey, Ez ] : Right Eye Vector 

 After scaling, data is used as input to the 
Support Vector Regression model for training 
and for prediction.  
 

 
 
 
  Support Vector Machine model to predict 

blinks with eye aspect ratio (EAR) [2].   
 Model trained with eyeblink8 dataset [3] and 

was tested with talkingface dataset [3].  

  

Scores Precision Recall F1-Score # Samples 

1 0.87 0.86 0.86 453 

0 0.99 0.99 0.99 4535 

Blink Test Scores 

COMPARISON 

Accuracy(Error in Degrees) Formula [1]: 

[Adg] : The accuracy of the gaze tracking system 

in angular degree. 

[Ad]  :    Denotes the distance between the es-

timated and actual gaze point. 

[Ag]   : Represents the distance between the 

subject and the screen plane.  

Method Error in Degrees Extracted Frame # 

Tiger_v1 5.643° 13689 

Tiger_v2 1.898° 15755 

Valenti [4] 2.00° - 

Cheung and Peng [1] 1.28° - 

Comparison of Different Methods 

BLINK DETECTION 

Trained Model Predictions 

 We built an eye-gaze and blink controlled system 
that works with only a webcam. 

 In screen coordinate prediction using the Sup-
port Vector Regression with OpenFace [5] is 
better than the polynomial regression function 
with only using eye vectors. 

CONCLUSION 

MAPPING INTRODUCTION 

 We trained the Support Vector Regression mo-
del with different feature sets. 

Used Features Error in Degrees 

HeadT, HeadR, GazeAngle 2.007° 

* Gaze0, Gaze1 1.898° 

* EV0, EV1 1.924° 

* : Contains previous rows features 

Support Vector Regression model accuracies with feature 
sets 

 

TECHNOLOGIES USED 

 
 

  

 
 

Python C++ Cmake Vue.Js Electron.Js Github 
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MOUSE FUNCTIONALITY 

SUPERVISORS: 

Right Click Left Click Scroll Down Scroll Up 

Right Blink Left Blink Look Down Look Up 


